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1. Опис навчальної дисципліни, її мета, предмет вивчення та результати 
навчання 

Дисципліна «Машинне навчання» присвячена вивченню фундаментальних методів і алгоритмів 
побудови моделей, що навчаються на основі даних. Курс охоплює принципи статистичного 
навчання, мінімізацію емпіричного ризику, аналіз узагальнювальної здатності моделей, проблеми 
недонавчання та перенавчання, а також компроміс зсуву та дисперсії. Значна увага приділяється 
методам розвідувального й візуального аналізу даних. Розглядаються методи навчання з учителем 
і без учителя, зокрема регресійні моделі, перцептрон, машина опорних векторів, ансамблеві та 
байєсівські методи, метод головних компонент і сучасні алгоритми кластеризації, а також 
практичне застосування цих підходів для розв’язання прикладних задач. 

Предмет навчальної дисципліни – математичні методи та алгоритми машинного навчання. 

Метою дисципліни є формування у студентів системних знань і практичних умінь з методів і 
алгоритмів машинного навчання, підготовки та аналізу даних, вибору моделей, їх навчання та 
оптимізації для розв’язання прикладних задач. 

Вивчення дисципліни формує наступні компетенції: 
−Здатність застосовувати математичні методи та алгоритми машинного навчання для 

аналізу даних. 
−Здатність аналізувати узагальнювальну здатність моделей машинного навчання, а також 

виявляти перенавчання та недо навчання. 
−Здатність застосовувати методи машинного навчання для розв’язання наукових і 

прикладних задач. 

 
Програмні результати навчання, на формування яких спрямована дисципліна: 
1. Уміти застосовувати математичні методи та алгоритми машинного навчання для аналізу 

даних. 
2. Умітиа налізувати узагальнювальну здатність моделей машинного навчання,а також 

виявляти перенавчання та недонавчання. 
3. Уміти застосовувати методи машинного навчання для розв’язання наукових і прикладних 

задач. 

2. Пререквізити та постреквізити дисципліни (місце в структурно-
логічній схемі навчання за відповідною освітньою програмою) 

Пререквізити 

Для опанування дисципліни необхідні знання з лінійної алгебри, вищої математики, основ 
математичної статистики та уміння програмувати на Python. 

Постреквізити 

Розглянута теорія та отриманий практичний досвід у рамках даної навчальної дисципліни 
буде корисним для розв’язання прикладних задач машинного навчання, зокрема за напрямами 
комп’ютерного зору, обробки природної мови та робототехніки. 

Знання, одержані студентами при вивченні дисципліни, можуть бути використані для 
вивчення наступних предметів: «Науково-дослідна практика» та «Навчання з підкріпленням», а 
також при підготовці магістерської дисертації та опануванні нових технік і підходів у галузі 
штучного інтелекту. 

Програма навчальної дисципліни 



3. Зміст навчальної дисципліни 

Розділ1.Основи машинного навчання 

Тема1.1.Вступ до машинного навчання 

Тема1.2.Сфери застосування та сучасні досягнення штучного інтелекту  

Тема 1.3. Статистичне навчання 

Тема1.4. Мінімізація емпіричного ризику 

Тема1.5.Недонавчання та перенавчання моделі  

Тема 1.6. Компроміс зсуву та дисперсії моделі 

Тема 1.7. Розвідувальний аналіз даних 

  Тема1.8.Візуальний аналіз даних 

Розділ2.Методи навчання з учителем 

Тема2.1.Алгоритми регресії 

Тема 2.2. Багатошаровий перцептрон 

Тема 2.3. Машина опорних векторів 

Тема 2.4. Дерево прийняття рішень 

Тема 2.5. Метод випадкового лісу 

Тема2.6.Наївний баєсів класифікатор 

Тема2.7.Лінійний дискримінантний аналіз (LDA) 

Розділ3.Методи навчання без учителя 

Тема3.1.Метод головних компонент (PCA) 

Тема 3.2. Метод k-средніх 

Тема3.3. DBSCAN 

Тема3.4. Модельгаусової суміші (GMM) 

Тема3.5. Агломеративні методи ієрархічної кластеризації 

4. Навчальні ресурси та матеріали 

 Базова література 
1. Кочура, Ю. П., Гордiєнко, Ю. Г. Нейроннi мережi [Електронний ресурс] : пiдручник для 

здобувачiв ступеня бакалавра/магiстра за спец. 123 «Комп’ютерна iнженерiя» та 121 «Iнженерiя 
програмного забезпечення» / Ю. П. Кочура, Ю. Г. Гордiєнко ; КПI iм. Iгоря Сiкорського. – 
Електрон. текст. данi (1 файл: 3,98 Мбайт). – Київ : КПI iм. Iгоря Сiкорського, 2024. – 114 с. – 
(Серiя «Штучний iнтелект для iндустрiї»). – Назва з екрана. URL 
https://ela.kpi.ua/handle/123456789/73660. 

2. James, G., Witten, D., Hastie, T., Tibshirani, R. "An Introduction to Statistical Learning”, 2nd 
edition, 2021. 

 Додаткова література 
3. Burkov, A. (2020). Machine learning engineering (Vol. 1). Montreal, QC, Canada: True Positive 

Incorporated. 

4. ChristopherM. Bishop, Pattern Recognition and Machine Learning, Springer,2006. 



 

5. Методика опанування навчальної дисципліни (освітнього компоненту) 
 

 
Назви змістових модулів і тем 

Кількість годин 

 
Всього 

утому числі 

Лекції 
Практ. 
(семін.) 

Лаборат. 
(комп.пр.) 

СРС 

1 2 3 4 5 6 

Розділ1. Основи машинного навчання 34 

Тема1.1.Вступдо машинного навчання   
2 

   

Тема 1.2. Сфери застосування та сучасні 
досягнення штучного інтелекту 

    

Тема1.3.Статистичне навчання  
2 

   

Тема1.4.Мінімізація емпіричного ризику     

Тема1.5.Недонавчання та перенавчання моделі  
2 

  
 

2 

 

Тема1.6.Компроміс зсуву та дисперсії моделі    

Тема1.7.Розвідувальний аналіз даних  2   

Тема1.8.Візуальний аналізданих  2   

Розділ2.Методи навчання з учителем 35 

Тема2.1.Алгоритмирегресії  2  
2 

 

Тема2.2.Багатошаровий перцептрон  2   

Тема2.3.Машина опорних векторів  2  
2 

 

Тема2.4.Дерево прийняття рішень  2   

Тема2.5.Метод випадкового лісу  2  
2 

 

Тема2.6.Наївний баєсів класифікатор  2   

Тема2.7.Лінійний дискримінантний аналіз (LDA)  2    

Розділ3. Методи навчання без учителя 35 

Тема3.1.Метод головних компонент (PCA)  
2 

 
2 

 

Тема3.2.Метод k-средніх    

Тема3.3.DBSCAN  2  
2 

 

Тема3.4.Модель гаусової суміші(GMM)  2   

Тема 3.5. Агломеративні методи ієрархічної 
кластеризації. МКР 

 
2 

 
2 

 

Всього годин 150 32  14 104 

Модульна контрольна робота 
Модульна контрольна робота виконується за усіма темами, що розглядаються в дисципліні. 

6. Самостійна робота здобувача вищої освіти денної форми навчання 

До СРС відносяться такі види робіт: 
• вивчення теоретичного матеріалу лекційних занять; 
• виконання завдань лабораторних робіт та оформлення протоколів; 

Навчальний контент 



Політика та контроль 

• підготовка до модульної контрольної роботи та семестрового контролю. 
 

7. Політика навчальної дисципліни (освітнього компонента) 

Академічна доброчесність 
Пiд час проходження цього курсу студенти зобов’язанi дотримуватись політики та принципів 
академічної доброчесності визначених Кодексом честi КПI iм. Iгоря Сiкорського (Детальніше 
Розліл 3: https://kpi.ua/code) та усi наступнi правила: 

 
1. Кожен із здобувачів повинен вiдправляти на перевiрку власно виконану роботу. Використання 
чужих розв’язкiв або програмного коду i представлення їх за свої напрацювання є плагiатом та 
серйозним порушенням основних академiчних стандартiв. 

 
2. Здобувачі не повиннi дiлитися своїми розв’язками з iншими студентами, а також просити iнших 
дiлитися своїми розв’язками з Вами. 

 
3. Якщо студенти отримували допомогу у вирiшеннi певного завдання — потрібно зазначити це у 
звiтi, а саме: вiд кого та яку допомогу отримували. 

 
Норми етичної поведінки 
Норми етичної поведінки студентів і працівників університету визначені у розділі 2 Кодексу честі 
Національного технічного університету України «Київський політехнічний інститут імені Ігоря 
Сікорського». Детальніше: https://kpi.ua/code. 

 
Виконання лабораторних робіт 
Викладачем встановлюється граничний термін для виконання кожного практичного завдання з 
метою послідовного та збалансованого засвоєння студентами навчального матеріалу, визначеного 
даним силабусом. Здача на перевірку практичних завдань після встановлених термінів 
супроводжується штрафними балами. Кінцевим терміном для здачі на перевірку усіх практичних 
завдань є останнє заняття з комп’ютерного практикуму. У період проведення в університеті 
семестрового контролю приймання практичних завдань не здійснюється. Студент(-ка) має 
можливість переробити або доопрацювати практичне завдання на перездачі з метою підвищення 
свого поточного рейтингу. 

 
Процедура оскарження оцінок 
Якщо студент(-ка) вважає, що його(її) роботу недооцінено або переоцінено — потрібно 
звернутися до викладача, який здійснював оцінювання та повідомити про це із зазначенням 
короткого обґрунтування (оцінка буде переглянута). 

8. Види контролю та рейтингова система оцінювання результатів навчання 
(РСО) 

 Поточний контроль 
Поточний контроль успішності засвоєння знань виконується шляхом перевірки завдань 
лабораторних робіт та МКР. Таким чином, поточний рейтинг студентів з дисципліни складається з 
балів, що вони отримують за: 

• виконання та захист завдань лабораторних робіт; 
• модульну контрольну роботу. 

 Календарний контроль 
Календарний контроль провадиться двічі на семестр як моніторинг поточного стану виконання 
вимог силабусу. 



Важливо!Умова допуску до семестрового контролю (екзамену): 
Лабораторні роботи+МКР≥36балів 

Умови позитивного календарного контролю: 
• за результатами навчальної роботи на першому календарному контролі (7-й тиждень 

семестру) студент отримує статус «атестований», якщо його поточний рейтинг становить 
не менше ніж 50% від максимально можливої кількості балів, які можна було набрати про- 
тягом перших 6 тижнів; 

• за результатами навчальної роботи на другому календарному контролі (13-й тиждень 
семестру) студент отримує статус «атестований», якщо його поточний рейтинг становить 
не менше ніж 50% від максимально можливої кількості балів, які можна було набрати про- 
тягом перших 12 тижнів. 

 Семестровий контроль 
Семестровий контроль проводиться для встановлення рівня досягнення здобувачами програмних 
результатів навчання з навчальної дисципліни (освітнього компонента) за семестр. Семестровий 
контроль проводиться відповідно до навчального плану у вигляді екзамену в терміни, встановлені 
графіком навчального процесу. 

Здобувач допускається до семестрового контролю, якщо: 

• виконав і захистив усі передбачені силабусом лабораторні роботи; 

• набрав не менше ніж 60% від максимальної кількості балів поточного контролю: 
 

 
 Система рейтингових (вагових) балів та критерії оцінювання 

Система оцінювання 
40 балів Лабораторні роботи (10 балів кожна) 
20 балів МКР 
40 балів Екзамен 

Завдання лабораторних робіт 

Ваговий бал кожної лабораторної роботи –10 балів. Максимальна кількість балів за всі 
лабораторні роботи дорівнює: 4 * 10 = 40 балів. 
Складові оцінки та відповідний максимальний бал: 

– програмна реалізація алгоритмів –2бали; 
– експериментальне дослідження / порівняння алгоритмів–2бали; 
– звіт (відповідність структурі, презентація результатів роботи, якість та обґрунтування 

рішень, висновки) – 2 бали; 
– захист результатів комп’ютерного практикуму (теоретичні знання за темою ла- 

бораторної роботи; обґрунтування прийнятих рішень; правильні відповіді на питання) – 
4 бали. 

Бал можебути знижений у разі неповного виконання завдань, недостатньої якості звіту, помилок у 
програмному коді чи логіці реалізації, неправильної інтерпретації отриманих результатів, 
порушення принципів академічної доброчесності або строку здачі завдань. 

Модульна контрольна робота (МКР) 
Модульна контрольна робота проводиться у вигляді тесту з 10 питань. Ваговий балкожного 

питання становить 2 бали. Правильна відповідь – 2 бали; неправильна – 0 балів. Максимальна 
кількість балів за МКР – 20 балів. 

Екзамен 

Максимальна кількість балів, які можна отримати за результатами екзамену – 40 балів. 

Складові оцінки та відповідний максимальний бал за екзамен: 
• теоретичні питання (розуміння ключових понять, методів і принципів, здатність пояснити 

теоретичні положення власними словами, правильність використання термінології) –15 
балів; 



• здатністьзастосуватитеоретичнізнаннядопрактичнихзавдань(коректністьпобудови 
алгоритмів для розв’язку задач, правильність обчислень, обґрунтованість отриманих 
результатів) – 20 балів; 

• додаткові уточнювальні запитання (розуміння отриманих результатів, уміння 
аргументувати обраний підхід, здатність аналізувати помилки та пояснювати альтернативні 
рішення) – 5 балів. 
Максимальна сума вагових балів контрольних заходів протягом семестру складає: 

4∗10+20+40=100. 
Сумабалів,які отримують студенти за роботу протягом семестру, обчислюється за 

формулою: 
4 

RD=∑rЛРi+rМКР +rЕК, 
i=1 

де rЛРi–бали, отримані за i-ту лабораторну роботу (0…10); 
rМКР–бали, отримані за МКР (0…20). 
rЕК–бали за екзамен (0…40). 

Переведення рейтингових балів до оцінок за університетською шкалою 
(https://kpi.ua/grading): 

95–100 Відмінно 
85–94 Дуже добре 

75–84 Добре 

65–74 Задовiльно 

60–64 Достатньо 
Менше 60 Незадовiльно 

Менше 36 Не допущений 

Порушення принципів академічної 
доброчесності або морально-етичних 
Норм поведінки 

Усунений 

 
9. Нормативні положення політики навчальної дисципліни  

(освітнього компонента) 

Правила відвідування занять. Відвідування занять є вільним, бали за присутність на 
лекціях та практичних заняттях не нараховуються, відповідно штрафні бали у разі відсутності на 
занятті не передбачаються. 

Дистанційний режим навчання. У разі запровадження обмежень на відвідування 
університету, пов’язаних з введенням карантину або режиму воєнного стану в державі, освітній 
процес здійснюється у дистанційному режимі відповідно до Положення про дистанційне навчання 
в КПІ ім. Ігоря Сікорського (https://osvita.kpi.ua/index.php/node/188), Регламенту організації 
освітнього процесу в дистанційному режимі (https://profkom.kpi.ua/reglament-organizatsiyi-
osvitnogo-protsesu-v-distantsiynomu-rezhimi) та Регламенту проведення семестрового контролю в 
дистанційному режимі (https://osvita.kpi.ua/node/148). У режимі дистанційного навчання заняття 
відбуваються у вигляді онлайн-конференції на платформах BigBlueButton, Google Meet, Zoom. 
Посилання на конференцію видається на початку семестру і розміщується в АС «Електронний 
кампус». З метою забезпечення якісної підготовки здобувачів, дистанційний курс дисципліни 
розміщено на Платформа дистанційного навчання «Сікорський» (https://www.sikorsky- 
distance.org). Результати оцінювання висвітлюють у АС «Електронний кампус» на особистій 
сторінці здобувача (https://ecampus.kpi.ua). 

Правила поведінки на заняттях. На заняттях слід дотримуватись норм етичної поведінки 
визначених у Кодексі честі Національного технічного університету України «Київський 
політехнічний інститут імені Ігоря Сікорського» (https://kpi.ua/code). На території університету 
здобувачі мають поводити себе відповідно до Правил внутрішнього розпорядку 
(https://kpi.ua/admin-rule). 



Визнання результатів навчання, набутих у неформальній/інформальній освіті. 
Положення про визнання результатів навчання, набутих у неформальній / інформальній освіті 
(https://osvita.kpi.ua/index.php/node/179) регламентує визнання результатів навчання, набутих у 
неформальній/інформальній освіті: 

- у разі навчання на неформальній освіті, яку студент обрав самостійно і хоче зарахувати 
результати навчання в рамках дисципліни, проходиться процедура валідації, що передбачає 
подання здобувачем заяви на ім’я декана, декларації підтверджувальних документів. Рішення про 
визнання чи не визнання приймається комісією у складі завідувача кафедри, викладача, гаранта 
освітньо-професійної програми. 

Політика використання штучного інтелекту. Використання штучного інтелекту 
регламентується «Політикою використання штучного інтелекту для академічної діяльності в КПІ 
ім. Ігоря Сікорського» (https://osvita.kpi.ua/node/1225). Усі завдання, як під час виконання 
навчальних завдань з дисципліни, так і індивідуальні завдання, мають бути результатом власної 
оригінальної роботи здобувача. Використання ШІ для автоматичної генерації відповідей без 
подальшого їх аналізу та доопрацювання заборонено. 

 
Робочу програму навчальної дисципліни (силабус) 

Складено  ст. викладач кафедри ОТ Кочура Ю.П. 

Ухвалено кафедрою обчислювальної техніки (протокол №12 від 23.06.2025р.). 

Погоджено методичною комісією ФІОТ (протокол №11 від 27.06.2025р.). 


